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Abstract

Describing convective nonwetting phase flow in unsaturated porous media requires knowledge of the nonwetting phase relative permeability. This study was conducted to formulate and derive a generalized expression for the nonwetting phase relative permeability via combining with the Kosugi water retention function. This generalized formulation is then used to flexibly investigate the Burdine, Mualem, and Alexander and Skaggs models’ prediction accuracy for relative nonwetting phase permeability. The model and data comparison results show that these three permeability models, if used in their original form, but applied to the nonwetting phase, could not predict the experimental data well. The optimum pore tortuosity and connectivity value is thus obtained for the improved prediction of relative nonwetting phase permeability. As a result, the effective parameterization of \((a, b, \eta)\) parameters in the modified Burdine, modified Mualem, and modified Alexander and Skaggs permeability models were found to be \((2.5, 2, 1)\), \((2, 1, 2)\), and \((2.5, 1, 1)\), respectively. These three suggested models display the highest accuracy among the nine relative permeability models investigated in this study. However, the corresponding discontinuous nonwetting phase and the liquid film flow should be accounted for in future for the improved prediction of nonwetting phase relative permeability at very high and very low water saturation range, respectively.

1. Introduction

Knowledge and understanding of the Nonwetting Phase Relative Permeability (NPRP) are important for accurate characterization of nonwetting phase convective transport processes in the subsurface environment, which subsequently has significant implications for investigating the fate, emission, and transport behavior of volatile organic compounds in the underground [Falta et al., 1989], for describing oil-water flow in fractured rock reservoir [Honarpour et al., 1986] and for studying the gas exchange and transfer at land-atmosphere interface [Smits et al., 2012]. In fact, the relative permeability of the nonwetting phase is an indispensable parameter for the numerical simulation of multiphase flow in the unsaturated zone under both isothermal [Kueper and Frind, 1991; Szymkiewicz et al., 2011] and nonisothermal conditions [Mosthaf et al., 2011; Mohanty and Yang, 2013].

In a multiphase system of a porous medium, the relative permeability for a given phase is generally described as a function of the corresponding phase saturation [Fischer et al., 1997]. Usually in the unsaturated porous media, liquid water and gas designate the wetting phase and nonwetting phase, respectively [Dury et al., 1999; Kuang and Jiao, 2011]. Therefore, in this study, relative nonwetting phase permeability and relative gas permeability are used interchangeably.

Without accounting for nonwetting phase entrapment or discontinuities, the existing relative gas permeability-saturation constitutive models can be classified into two categories, namely, the empirical and the statistical models [Demond and Roberts, 1993; Dury et al., 1999; Kuang and Jiao, 2011]. The empirical models generally express NPRP as polynomial functions of wetting phase or nonwetting phase saturation [e.g., Corey, 1954; Falta et al., 1989]. Apart from the phase saturation, this group of models does not require further parameters to predict the NPRP. As such, the empirical models have the limitation of obtaining the same relative gas permeability for a given effective saturation irrespective of the texture or structure of the porous media [Dury et al., 1999]. The statistical models, however, employ idealizations of the pore configuration as a bundle of capillary tubes and utilize the Water Retention Function (WRF) to predict the relative gas permeability-saturation relationships. A large variety of expressions have been proposed to describe the WRFs [e.g., Brooks and Corey, 1964; Brutsaert, 1966; van Genuchten, 1980; Kosugi, 1996; Assouline et al., 1998].
Combining these WRFs with pore bundle models [e.g., Burdine, 1953; Mualem, 1976; Alexander and Skaggs, 1986] will lead to specific NPRP functions [Chen et al., 1999; Dury et al., 1999]. For instance, Chen et al. [1999] presented seven different closed forms of relative gas permeability functions, which are the Brooks and Corey-Burdine (BCB), Brooks and Corey-Mualem (BCM), van Genuchten-Burdine (VGB), van Genuchten-Mualem (VGM), Russo-Mualem (RUM), Brutsaert-Burdine (BRB), and Kosugi-Mualem (KOM) models. Among them, the BCB and VGM models are so far the most commonly used NPRP representations [Gerhard and Kueper, 2003].

It is noticed that the existing statistical models are mostly obtained through the combination of earlier WRFs [e.g., Brooks and Corey, 1964; van Genuchten, 1980] with pore bundle models. The more recent WRFs [e.g., Kosugi, 1996; Assouline et al., 1998] are less frequently combined with pore bundle models to derive NPRP models, with the exception of KOM model derived by Chen et al. [1999]. The Assouline et al. [1998] WRF has not been used so far for evaluating relative gas permeability. Although mathematically more complicated, the advantage of adopting WRF of Kosugi [1996] is that the parameters of Kosugi model can be directly related to the statistical properties of the pore-size distribution [Kosugi, 1999]. Therefore, in this study, we choose the Kosugi WRF given the fact that the lognormal pore-size distribution has been well documented in various studies for both textured [e.g., Kosugi, 1994] and structured [e.g., Seki, 2007] porous media.

The existing relative gas permeability models are derived mainly based on the similar principles as used for deriving the relative hydraulic conductivity, with the common practice of using identical pore tortuosity-connectivity exponent values for both relative gas and water permeability for prediction purposes [e.g., Parker et al., 1987]. Tuli and Hopmans [2004] and Tuli et al. [2005] conducted a comparative study between the experimental measured data and the relative gas/water permeability model. They concluded that the tortuosity-connectivity parameter for gas and water relative permeability should be different, largely due to the connections of the corresponding fluid phases and separate flow paths in the porous media. However, they did not suggest the optimum tortuosity-connectivity parameter for predictive relative gas permeability models. Although the tortuosity-connectivity parameter for relative hydraulic conductivity was obtained to be 0.5 by Mualem [1976], a comparable study could not be found with respect to the NPRP to date [Dury et al., 1999].

Motivated by this and other limitations, such as the less use of the recent WRF and lack of model comparison with a wide variety of soil textures’ measured data, this study first formulated and derived a generalized expression for the NPRP model by adopting the Kosugi WRF. Then based on the generalized NPRP formulation and its application to the observed data sets having a large diversity in soil texture, we specifically investigated the effective parameterizations of three pore bundle permeability models [i.e., Burdine, 1953; Mualem, 1976; Alexander and Skaggs, 1986] for their improved descriptions of the relative gas permeability. Meanwhile, the optimum tortuosity-connectivity parameter for the NPRP is obtained for the three investigated relative permeability models.

2. Theory

2.1. Water Retention Function

When conceptualizing the porous medium as a bundle of intersecting capillary tubes with a pore radii distribution function, \( f(r) \cdot (L^{-1}) \), the contribution of water-filled pores of radii \( r \to r + dr \) to the volumetric water content \( \theta (L^3 L^{-3}) \) can be formulated as \( d\theta (r) = f(r)dr (L^{-1}L) \) [Mualem, 1976; Assouline, 2001; Nasta et al., 2013a]. According to Kosugi [1996], the \( f(r) \) function based on a lognormal probability distribution is expressed as

\[
 f(r) = \frac{\theta_s - \theta_r}{\sigma \sqrt{2\pi}} \exp \left\{ -\frac{\ln (r/r_m)^2}{2\sigma^2} \right\}
\]

where \( \theta_s (L^3 L^{-3}) \) and \( \theta_r (L^3 L^{-3}) \) denote the saturated and residual volumetric water content, respectively. \( \ln r_m \) and \( \sigma \) are the mean and standard deviation of the natural logarithm of the porous media pore radius \( r \) (L), respectively. The soil matric potential head \( h \) (L), is associated with the pore radius \( r \) (L), through the Young-Laplace capillary pressure function.
\[ h = \frac{2\gamma \cos \theta}{\rho_w g} \]  

(2)

in which \( \gamma \) is the surface tension between the liquid water and gas (F L\(^{-1}\)), \( \theta \) is the contact angle between the solid and liquid water, \( \rho_w \) is the density of liquid water (M L\(^{-3}\)), and \( g \) is the gravitational acceleration (L T\(^{-2}\)). Typically, the value of \( 2\gamma \cos \theta / \rho_w g \) for gas-water-porous media system is approximately equal to a constant \( 1.49 \times 10^{-5} \) m\(^2\) when \( h \) and \( r \) are expressed in units of meters [Brutsaert, 1966].

On the basis of equations (1) and (2), Kosugi [1996] derived the following WRF

\[ S_e(h) = \frac{\theta - \theta_e}{\theta_s - \theta_e} = \frac{1}{2} \text{erfc} \left( \frac{\ln (h/h_m)}{\sigma \sqrt{2}} \right) \]  

(3)

where \( S_e \) represents effective wetting phase saturation that varies from 0 (when \( \theta = \theta_e \)) to 1 (when \( \theta = \theta_s \)), \( \text{erfc} \) denotes the complementary error function. Notice that \( h_m (h_m = 1.49 \times 10^{-5} / \rho_m) \) represents the median matric potential head (m) for which \( S_e(h_m) = 0.5 \) [Kosugi, 1996; Tuli and Hopmans, 2004].

2.2. General Expression for NPRP

Combining the Hagen-Poiseuille equation which is valid at the pore scale with the Darcy equation which is valid at the Representative Elementary Volume (continuum) scale, the statistical approach can be employed to derive the wetting phase [e.g., Mualem and Dagan, 1978] and nonwetting phase [e.g., Helmig, 1997] relative permeabilities. After Helmig [1997] and Kuang and Jiao [2011], the generalized expression for the NPRP \( k_m(S_e) \), can be written as

\[ k_m(S_e) = \frac{k_{mw}(S_e)}{k_{mn}} = T(S_e) G(S_e) \left\{ \int_{h_m}^{h} h^{-\beta} dS_e(h) \right\}^{\alpha} \left\{ \int_{h_m}^{h} h^{-\beta} dS_e(h) \right\}^{\eta} \]  

(4)

where \( k_m \) (L T\(^{-1}\)) and \( k_m \) (L T\(^{-1}\)) are the unsaturated and saturated nonwetting phase permeability [Tuli and Hopmans, 2004], respectively. \( T(S_e) \) is a tortuosity factor that accounts for flow path eccentricity (departure from ideal straight capillaries), and \( G(S_e) \) accounts for connectivity among the gas-conducting pores [Kuang and Jiao, 2011; Nasta et al., 2013a]. It is worth mentioning that equation (4) neglects the possible presence of a discontinuous nonwetting phase (trapped and locally accessible) in the porous media [Fischer et al., 1997; Dury et al., 1999], therefore, the NPRP is described as a function of the total nonwetting phase saturation in equation (4) [Fischer et al., 1997; Dury et al., 1999].

The parameter \( \alpha \) in equation (4), originally proposed by Burdine [1953] and later adopted by Mualem [1976] as well as other researchers [e.g., Alexander and Skaggs, 1986; Luckner et al., 1989], is related to the pore tortuosity-connectivity of the porous media. The parameter \( \beta \) in equation (4) is associated with the microscopic pore tortuosity [Fatt and Dykstra, 1951; Kosugi, 1999]. Whereas the parameter \( \eta \) in equation (4) defines the pore configuration and reflects the way to evaluate the effective pore radius [Raats, 1992; Kosugi, 1999]. The parameters \( \alpha, \beta, \eta \) in equation (4) can be varied to obtain more specific functional expressions. For the Purcell [1949] and Burdine [1953] models, parameters \( \alpha, \beta, \eta \) are equal to \( 0, 2, 1 \) and \( 2, 2, 1 \) respectively, for the Mualem [1976] and Alexander and Skaggs [1986] models, parameters \( \alpha, \beta, \eta \) are specified as \( 0.5, 1, 2 \) and \( 1, 1, 1 \) respectively, whereas for the Luckner et al. [1989] and Kuang and Jiao [2011] models, parameters \( \alpha, \beta, \eta \) are equal to \( 1/3, 1, 2 \) and \( 0.5, 1, 4 \) respectively. In the Assouline [2001] model, \( \alpha=0, \beta=1, \) and \( \eta \) is proposed to be linked to the coefficient of variation of the WRF. It should be pointed that the Purcell [1949] model and Mualem [1976] model were originally developed for the relative water permeability prediction. They were extended for the NPRP evaluation later by Burdine [1953], Parker et al. [1987], and other researchers, who usually adopted the same \( \alpha \) values as those in the corresponding relative water permeability models, which is probably inappropriate [Dury et al., 1999; Tuli and Hopmans, 2004; Tuli et al., 2005].

2.3. Generalized Formulation for NPRP With Kosugi WRF

Inserting equation (3) into equation (4), one can obtain the generalized relative gas permeability model based on the lognormal pore-size distribution (see Appendix A for the derivation)
\[ k_m = (1 - S_c) S \left\{ 1 - \frac{1}{2} \text{erfc} \left( \text{erfc}^{-1} (2S_c) + \frac{\beta \sigma}{\sqrt{2}} \right) \right\} ^{\eta} \]  

(5)

where \( \text{erfc}^{-1} \) is the inverse complementary error function. It should be noted that equation (5) is an extension of equation (12) in Kosugi [1999] which described the generalized relative hydraulic conductivity model. However, to our knowledge, the generalized equation (5) was obtained for the first time in the literature in terms of relative gas permeability, although one specific case of equation (5), i.e., the KOM model, was already derived by Chen et al. [1999].

### 3. Materials and Methods

#### 3.1. Testing Data Sets

Seventeen experimental data sets [Kuang and Jiao, 2011; Ghanbarian-Alavijeh and Hunt, 2012] are taken from the literature to evaluate the performance of the generalized \( k_m \) model expressed by equation (5). These data sets consisted of laboratory measured curves for both soil water retention and relative nonwetting phase permeability. All these 17 porous media samples (15 unconsolidated soils and 2 consolidated sandstones) shown in Table 1 are under disturbed conditions and thus have unimodal pore system.

The Kosugi WRF was fitted to the observed water retention data pairs \( S(h) \). Here \( S \) denotes wetting phase (water) saturation and can be transferred to volumetric water content \( \theta \) (L\(^3\) L\(^{-3}\)) through the expression \( \theta = \phi S \), in which \( \phi \) (L\(^3\) L\(^{-3}\)) is the porosity of the media. For each porous medium, the optimized parameters \( \theta_l, \theta_r, h_m, \) and \( \sigma \) in equation (3) were determined using the “lsqcurvefit” function in the MATLAB optimization toolbox (The MathWorks, Inc.). The fitted values are shown in Table 1. From Table 1, one can notice that all 17 porous media samples can be described by the Kosugi WRF reasonably well because the root mean square error (RMSE) is usually small and the coefficient of determination (R\(^2\)) of the curve fitting was always greater than 0.98. The \( \sigma \) values of Glass beads and Silty sand are the smallest and the largest, respectively. Figure 1a displays the observed soil water retention data and the respective optimized curves of Glass beads and Silty sand computed from equation (3). Whereas Figure 1b plots the pore-size distribution of these two soil samples calculated based on equation (1).

#### 3.2. Model Test

Similar to Kosugi [1999] and Kuang and Jiao [2011], the root mean square error (RMSE) between experimental data and model prediction, was chosen as the objective function and calculated for each porous medium sample to evaluate the performance of equation (5).
where $k_{m,j}$ and $\bar{k}_{m,i}(S_a)$ are the observed and calculated relative gas permeability, respectively. $N$ is the number of measurements for each experimental sample. $m$ is the number of fitted parameters. The accuracy of equation (5) for the entire data sets was evaluated by employing the average value of the RMSE (aveRMSE) for all the 17 porous media samples [Kosugi, 1999; Kuang and Jiao, 2011]. For the consistency with previous researchers [Tuli and Hopmans, 2004; Kuang and Jiao, 2011; Ghanbarian-Alavijeh and Hunt, 2012] who used the same data sets to perform the computation and analysis on linear scale, the results obtained on the linear scale are presented below, which are similar to that acquired on the logarithmic scale (supporting information Figures S1–S3).

Equation (5) was tested in its ability to describe the observed nonwetting phase relative permeability data. As Table 2 shows, first, the $k_m$ prediction was tested by using the original coefficients given by the models of Burdine (B), Mualem (M), and Alexander and Skaggs (AS), respectively. Then, 21 other model combinations were created by allowing first one, then two, and eventually all three semiempirical parameters ($\alpha$, $\beta$, and $\eta$) to vary [Kosugi, 1999; Hoffmann-Riem et al., 1999]. These 21 model sets with one, two, or finally three degrees of freedom were fitted to the measured data and compared with respect to the accuracy of the fits. The fitting was conducted via using the “globalsearch” function in the MATLAB global optimization toolbox. With respect to the boundary of the optimized parameter space, both $\alpha$ and $\beta$ were set to range from $-20$ to 20 based on the prior knowledge from Kosugi [1999], whereas $\eta$ was set to range from 0.1 to 10 according to the previous experience from Assouline [2001] and Nasta et al. [2013a, 2013b].

4. Results and Discussions
4.1. Model and Data Comparison
4.1.1. No Fitted Parameter Case

Figures 2, 3, and 4 display the scatter charts of observed versus calculated relative gas permeability based on the model sets B1 to AS8 listed in the Table 2. Figures 2a and 4a show that both B1 and AS1 cases mainly overestimated the measured relative gas permeability values, although they could underestimate the measured data significantly for some relatively fine textured soils. It can be seen in Figure 3a that the M1 case overestimated for all the 17 samples. Notice that the B1, M1, and AS1 cases are identical to the original Burdine, Mualem, and Alexander and Skaggs’ predictive models, respectively. The significant deviations from the 1:1 lines for the cases B1, M1, and AS1 indicated some inadequate predictions of $k_m$ values by the
Figures 2e, 2f, 2g, 3e, 3f, 3g, 4e, 4f, and 4g show that the prediction of  

\[ \text{aveRMSE} \]  

value is (1.00, 4.49), (0.89, 3.60), and (0.95, 4.25) with the average values 2.73, 1.95, and 2.52 for the cases B2, M2, and AS2, respectively. Whereas the fitted \( \beta \) value is mostly negative. This is reflected by the fact that the averages of optimized \( \beta \) value in B3, M3, and AS3 cases are \(-0.08\), \(-0.77\), and \(-2.14\), respectively. The reductions in  aveRMSE  were the smallest when treating \( \eta \) as a fitting parameter compared to that of treating either \( \alpha \) or \( \beta \) as a fitting parameter.

Figures 2e, 2f, 2g, 3e, 3f, 3g, 4e, 4f, and 4g show that the prediction of \( k_m \) values are further improved by treating two of the three parameters as fitted ones. It is worth pointing out that such further improvement is not quite significant compared to the cases using only one fitted parameter. As a matter of fact, the  aveRMSE  value obtained using two fitted parameters is on the same order of magnitude with that of using one fitted parameter (Table 2).

The prediction of \( k_m \) values in cases B8, M8, and AS8 versus measured values is plotted in Figures 2h, 3h, and 4h, which display an excellent linearity around 1:1 lines. It is expected that the B8, M8, and AS8 cases have the smallest  aveRMSE  since they have the largest degree of freedom of fitted parameters.

### 4.2. Optimum \( \alpha \) Parameter for NPRP

The model and comparison results shown above indicate that the original B, M, and AS pore bundle models lead to the worst predictions of the NPRP, allowing one parameter (either one) to vary can improve the fit significantly, and further increasing the degrees of freedom to two and three yields an even better fit, though with less improvement as compared to the one fitted parameter case. This finding is consistent with Kuang and Jiao [2011], who modified the \( \eta \) value in Mualem model from 2 to 4 to arrive at their new NPRP model that increases the predictive ability. However, in this study we attempt to modify the \( \alpha \) value in the B, M, and AS relative permeability models as the way to solve the problem that the optimum \( \alpha \) values in the three permeability models are largely unknown so far [Dury et al., 1999]. To that end, similar to Kuang and Jiao [2011], several discrete values of \( \alpha \) which ranged from 0 to 4.5 were adopted in this work. For each

![Table 2. Average (aveRMSE), Standard Deviation (stdRMSE), and Maximum (maxRMSE) Values of Root Mean Square Error (RMSE) for the 17 Data Sets by the Cases B1 Through AS8](image)
sample and each value of $\alpha$, the RMSE between model and data was calculated. Then at each discrete $\alpha$ value, the average RMSE was computed for the entire 17 samples. Figures 5a, 5b, and 5c plot the variations of the average RMSE with $\alpha$ for the Burdine, Mualem, and Alexander and Skaggs models, respectively. As a result, the optimum $\alpha$ values for the respective pore bundle models can be obtained. Notice that Figure 5a, $\alpha=0$ corresponds to the Purcell [1949] model, which has the largest mean RMSE. This indicated that the pore tortuosity and connectivity effect for calculating $k_m$ value should not be ignored. Figure 5a displays
that the optimum $\alpha$ value is 2.5 for the Burdine model. The $\alpha=1/3$ in Figure 5b corresponds to the Luckner et al. [1989] model which has a large average RMSE value 0.178. The optimum $\alpha$ value for Mualem model is 2 as shown in Figure 5b. Whereas Figure 5c illustrates that for the Alexander and Skaggs model, the optimum $\alpha$ value is 2.5.

As such, for the purpose of estimating $k_m$ values, the parameterizations of $\alpha$, $\beta$, and $\eta$ values are suggested to be equal to (2.5, 2, 1), (2, 1, 2), and (2.5, 1, 1) for the Burdine, Mualem, and Alexander and Skaggs models, respectively. The average RMSE of these three suggested models and the other six commonly used statistical models are summarized in Table 3. It can be seen from Table 3 that among the nine investigated models, the modified Burdine, modified Mualem, and modified Alexander and Skaggs permeability models have the lowest average RMSE values, which are 1.2, 2.0, and 2.2 times smaller than that of their corresponding original models, respectively. It is noticed that the improvement of prediction of $k_m$ value is more significant for the Mualem and Alexander and Skaggs models compared to the Burdine model.

A somewhat different predictive permeability model was proposed by Assouline [2001], who linked the $\eta$ value to the coefficient of variation of Assouline et al. [1998] WRF. Nasta et al. [2013b] recently related the $\eta$ value to the coefficient of variation of Kosugi WRF for the prediction of relative hydraulic conductivity.
Therefore, a good relationship between $\eta$ parameter and the coefficient of variation of Kosugi [1996] or Assouline et al. [1998] WRF on relative gas permeability cannot be determined for now. For the similar reason, any good relationship between $b$ and $a$ or $z$ and $a$ also cannot be found at this stage for NPRP, although Kosugi [1999] obtained such relationship for relative hydraulic conductivity.

### 4.3. Limitations of the Study

Despite the relatively comprehensive data set used and the improved models obtained in this study, there are certain limitations of our work. First, the optimum $z$ value for relative gas permeability obtained in this study is likely to depend on the investigated data sets. One typical example in this case is that the optimum $z$ value for relative hydraulic conductivity obtained by Mualem [1976] based on 45 soil samples is 0.5 while a mean value of $z = -0.72$ was acquired by Leij et al. [1997] on the basis of another 401 soils. Therefore, it is likely that when using a different data set in future (e.g., undisturbed structured soil samples), the optimum $z$ value for relative gas permeability will be different from the results obtained in this work. The percolation theory [Ghanbarian-Alavijeh and Hunt, 2012] or gas-water interfacial area based variable tortuosity-connectivity approach [Khaleel, 2008] could be explored in future to solve this data sets dependent optimum $z$ value problem.

Second, the equation (5) is expected to not have good predictive capability at both very high and very low water saturation range. For the high water saturation range, equation (5) could overestimate the observed relative gas permeability, in particular, the model would still predict very small relative gas permeability while the observed NPRP is nil. This can be clearly seen from Figure 6b for Mixed sand that has the largest difference between the saturated water content and porosity, indicating the existence of a significant amount of entrapped nonwetting phase of this soil. In contrast, as Figure 6a shows, such overestimation is not significant for Amarillo silty clay loam which does not have large amounts of discontinuous gas (saturated water content and porosity are equal for this soil). Although the modified Mualem model can to some extent reduce the overestimation, in order to totally solve the overestimation issue at the high water saturation range, the NPRP model should take into account the discontinuous nonwetting phase as Fischer et al. [1997] and Dury et al. [1999] suggested. As a result, the NPRP model will become a function of continuous nonwetting phase saturation, rather than the total nonwetting phase saturation. However, these “analogy based” models accounting for the discontinuous nonwetting phase have the difficulty of independently and effectively determining the emergence points (i.e., the partitioning point of the total nonwetting phase into continuous and discontinuous domains) [Dury et al., 1999]. On the other hand, equation (5) based on the capillary pore bundle theory ignores the liquid film flow which is known to dominate at the low water saturation range [Tuller and Or, 2001]. As a consequence, the NPRP model in this study would predict that the relative gas permeability is always equal to 1 when the soil water content is between 0 and $\theta_s$, despite the possibility that the measured relative gas permeability may gradually increase to 1 in this saturation range. Therefore, as Figures 6a and 6b display, the equation (5) tends to overestimate the measured relative gas permeability at very low water saturation for both the Amarillo silty clay loam and the Mixed sand. This shortcoming can be addressed in future by incorporating the liquid film flow into equation (5) when the water content is below residual.

### 5. Summary and Conclusion

The relative nonwetting phase permeability is indispensable for describing the convective nonwetting phase flow in the unsaturated porous media. Combined with the Kosugi water retention function, this study...
formulated and derived a generalized expression for the nonwetting phase relative permeability, which can be used to flexibly investigate the NPRP prediction accuracy of three pore bundle models [i.e., Burdine, 1953; Mualem, 1976; Alexander and Skaggs, 1986]. The subsequent model and data comparison results indicate that the Burdine, Mualem, and Alexander and Skaggs models, if used in their original form, but applied to the nonwetting phase, will lead to the worst predictions of measured relative gas permeability. However, allowing one parameter (either one) among the three semiempirical parameters ($a$, $b$, and $g$) of the generalized NPRP model to vary can improve the fit significantly, and further increasing the degrees of freedom to two and three yields an even better fit, though with less improvement as compared to the one fitted parameter case. To this end, the optimum $a$ value for NPRP is obtained to effectively parameterize the three investigated permeability models. Accordingly, the modified Burdine (2.5, 2, 1), the modified Mualem (2, 1, 2), and the modified Alexander and Skaggs (2.5, 1, 1) permeability model were suggested for the improved prediction of the nonwetting phase relative permeability. These three suggested permeability models have the lowest average RMSE values among all the nine investigated permeability models. In addition, the average RMSE of the modified Burdine, modified Mualem, and modified Alexander and Skaggs permeability models are 1.2, 2.0, and 2.2 times smaller than that of their corresponding original form for NPRP, respectively.

It is admitted that the optimum pore tortuosity-connectivity results for NPRP obtained in this work is likely to depend on specific data sets investigated, hence the percolation theory [Ghanbarian-Alavijeh and Hunt, 2012] or gas-water interfacial area based variable tortuosity-connectivity approach [Khaleel, 2008] should be employed in future to further investigate this parameter. In addition, the generalized expression for NPRP acquired in this study (i.e., equation (5)) does not have good predictive capability at both very high and very low water saturation ranges. To solve this issue, the future NPRP model should take into account the discontinuous nonwetting phase and liquid film flow, respectively.

**Appendix A: Derivation of the Generalized NPRP Formulation With Kosugi WRF**

Due to

$$\int_0^1 \frac{dS_e}{h^p} \int_0^1 \frac{dS_e}{h^p} \int_0^{S_e} \frac{dS_e}{h^p}$$  \hspace{1cm} (A1)

Substituting equation (3) into

$$\int_0^{S_e} \frac{dS_e}{h^p}$$ leads to the integrals

$$\int_0^{S_e} \frac{dS_e}{h^p} = \frac{1}{\sqrt{2\pi}\sigma} \frac{1}{h(S_e)} e^{-\left[\frac{(\ln h - \ln h_m)^2}{2\sigma^2}\right]} dh$$  \hspace{1cm} (A2)

The change of variables $t = \ln h - \ln h_m = \ln \left(\frac{h}{h_m}\right)$ yields

![Diagram](image-url)
Substituting \( y = (t/\sigma + \beta \sigma) \) into equation (A3) leads to

\[
\int_0^\infty \frac{dS_r}{h^5} = \frac{e^{\beta \sigma^2}}{(h_m)^5/2 \pi} \int_0^\infty e^{-\beta y^2} \, dy
\]

(A4)

According to the definition of complementary error function, equation (A4) becomes

\[
\int_0^\infty \frac{dS_r}{h^5} = \frac{1}{(h_m)^5/2 \pi} \left\{ \frac{1}{2} \text{erfc} \left[ \frac{\ln (h/h_m)}{\sqrt{2} \sigma} + \beta \sigma \right] \right\}
\]

(A5)

Similarly, substituting equation (3) into \( \int_0^1 \frac{dS_r}{h^5} \) leads to the integrals

\[
\int_0^\infty \frac{dS_r}{h^5} = \frac{1}{\sqrt{2 \pi \sigma}} \int_0^\infty \frac{1}{h^5} e^{-\frac{b(h-h_m)^2}{2 \sigma^2}} \, dh
\]

(A6)

which becomes

\[
\int_0^1 \frac{dS_r}{h^5} = \frac{1}{(h_m)^5/2 \pi} e^{\beta \sigma^2}
\]

(A7)

Based on equation (3), one obtains

\[
\frac{\ln (h/h_m)}{\sqrt{2} \sigma} = \text{erfc}^{-1}(2S_r)
\]

(A8)

Finally, substituting equations (A1), (A5), (A7), and (A8) into equation (4) gives

\[
k_m = (1 - S_r)^\eta \left\{ 1 - \frac{1}{2} \text{erfc} \left[ \text{erfc}^{-1}(2S_r) + \frac{\beta \sigma}{\sqrt{2}} \right] \right\}^\eta
\]

(A9)

which is equal to equation (5).
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